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Emerging evidence indicates that somatic mutations in cancer 
genomes are nonrandomly distributed and are influenced by factors 
such as genomic context and DNA secondary structures, chroma-
tin organization, transcriptional activity, and replication timing1–11. 
Local variation in the mutation burden stems from variability in 
processes of DNA damage and/or repair3,5,12,13, and has implica-
tions for the identification of potential cancer-driver genes14 and the 
clinical management of cancer patients, for example, radiosensitiv-
ity and immunotherapy15. However, the factors identified to date do 
not explain the entire extent of regional variation of the mutational 
burden in cancer genomes, thus suggesting that other factors remain 
to be identified.

Genomic DNA is folded into higher-order domains, which occupy 
different territories in the three-dimensional architecture of the 
nucleus16–18, and nuclear-lamina-binding regions are usually at the 
nuclear periphery16,19,20. Nuclear organization of genetic material 
plays an important role in DNA replication21 as well as the processes of 
DNA damage and repair22–24. For instance, the nuclear-lamina-asso-
ciated regions are refractory to homologous-recombination-mediated 
repair and use an error-prone alternative end-joining mechanism to 
repair DNA double-strand breaks25. Oct-1- and p53-dependent path-
ways link lamin functions to the oxidative-stress response26. Indeed, 
a previous multivariate analysis has suggested that nuclear-lamina 
association significantly contributes to variations in germline muta-
tion rates27. Furthermore, it has recently been reported that regula-
tory-domain boundaries are frequently disrupted in cancer28, and in 
some cases, such boundaries and the chromatin loops that underlie 

them are associated with unusual mutational spectra29. Here, we 
hypothesized that the nuclear organization of genomic DNA might 
modulate the somatic mutational landscape of cancer genomes and 
that its effects might surpass the variations due to known covariates 
such as chromatin domains and DNA-replication timing4,6.

RESULTS
Integration	of	mutation	data	from	multiple	cancer	types
To test these hypotheses, we obtained somatic point-mutation data 
from 366 completely sequenced genomes of six different cancer types: 
melanoma (SKCA, 25 samples)30, lung squamous cell carcinoma (LUSC, 
31 samples)31, gastric cancer (STAD, 100 samples)32, diffuse large B cell 
lymphoma (DLBCL, 40 samples)33, chronic lymphocytic leukemia (CLL, 
150 samples)34, and prostate cancer (PRAD, 20 samples)35,36. The somatic 
mutation frequencies for these cancer cohorts were comparable to pub-
lished estimates of the mutation burden for the respective cancer type14 
(Supplementary Fig. 1). We chose these cancer types because they have 
distinct etiologies, different patterns of DNA damage and repair, and a 
difference of several orders of magnitude in somatic mutation frequen-
cies14,37, thus enabling us to identify the effects of nuclear localization on 
somatic mutational patterns across diverse cancer types. We focused on the 
noncoding, nonrepetitive, nonconserved regions of the genome and ana-
lyzed somatic mutations therein to minimize biases due to selection during 
clonal evolution as well as sequencing and mapping artifacts (details in 
Online Methods). We denote the mutation detection frequency per base 
pair in these regions, normalized to the mutation detection frequency per 
base pair in the genome, as the adjusted mutation rate (AMR).
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Nuclear topology modulates the mutational landscapes  
of cancer genomes
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Nuclear	organization	of	genomic	DNA	affects	processes	of	DNA	damage	and	repair,	yet	its	effects	on	mutational	landscapes	in	
cancer	genomes	remain	unclear.	Here	we	analyzed	genome-wide	somatic	mutations	from	366	samples	of	six	cancer	types.	We	
found	that	lamina-associated	regions,	which	are	typically	localized	at	the	nuclear	periphery,	displayed	higher	somatic	mutation	
frequencies	than	did	the	interlamina	regions	at	the	nuclear	core.	This	effect	was	observed	even	after	adjustment	for	features	such	
as	GC	percentage,	chromatin,	and	replication	timing.	Furthermore,	mutational	signatures	differed	between	the	nuclear	core	
and	periphery,	thus	indicating	differences	in	the	patterns	of	DNA-damage	or	DNA-repair	processes.	For	instance,	smoking	and	
UV-related	signatures,	as	well	as	substitutions	at	certain	motifs,	were	more	enriched	in	the	nuclear	periphery.	Thus,	the	nuclear	
architecture	may	influence	mutational	landscapes	in	cancer	genomes	beyond	the	previously	described	effects	of	chromatin	
structure	and	replication	timing.
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Mutation	patterns	for	chromosomes	18	and	19
First, we investigated whether nuclear localization of chromosomes 
correlated with the AMR. We used chromosome (chr) 18 and chr19 
as classic examples, because human chr18 preferentially localizes 
close to the nuclear periphery, whereas chr19 primarily localizes to 
the nuclear core38 (Fig. 1a). Indeed, the AMR for chr18 was signifi-
cantly higher than that for chr19 across all six cancer types analyzed  
(Fig. 1b; Mann–Whitney U-test P < 1 × 10−2 for all cohorts). 
Integrating paired copy-number data when available (for example, 
LUSC; Supplementary Fig. 2), we established that the difference was 
not due to proportionally more copy-number-deletion events on chr19. 
Extending this investigation to all other autosomes, whose nuclear 
positioning was determined through 3D fluorescence in situ hybridi-
zation, we observed a similar association between the overall nuclear 
positioning of chromosomes and their AMR: those predominantly 
in the nuclear periphery had a higher AMR than those in the core  
(Fig. 1c). The coefficient of determination was weak (<0.1) in all 
cohorts, at least partly because chromosomes are large nuclear enti-
ties that typically span multiple nuclear domains; i.e., some parts of 
the same chromosome may be localized at the periphery while other 
parts are localized at the relative interior of the nucleus38. Therefore, 
we investigated whether more precise measures of the nuclear locali-
zation of genomic regions within and across chromosomes might be 
able to explain the observed differences in chromosome-level vari-
ations in AMR.

Genome-wide	mutation	patterns	are	associated	with	nuclear	
localization
We obtained chromatin immunoprecipitation (ChIP) data for the 
lamin family proteins lamin A and lamin B1 (Fig. 2a), and classified 
a region as being constitutively present in the nuclear periphery if the 
region was associated with lamins in all cell types examined; in contrast, 
a region was categorized as being constitutively present in the nuclear 
core if it did not overlap with lamin-associated domains in any of the 
cell types analyzed (Fig. 2b). As before, we prioritized noncoding, 
nonrepetitive, nonconserved segments of genomic regions that were 
constitutively present at the periphery (constitutive lamina-associated  
domains; cLADs) and core (interlamina-associated domains; iLADs), 
respectively. We then in  tegrated somatic mutation data from each 
cancer cohort and calculated the AMRs for these two types of regions 
for each sample. We found that the AMR for cLADs was significantly 
higher than that for iLADs, and once again, this observation was 
consistent across all six cancer cohorts (Fig. 2c; Mann–Whitney  
U-test P < 1 × 10−5 for all cohorts). Within respective chromosomes, 
cLAD and iLAD regions displayed a systematic difference in their 
AMRs, regardless of the average nuclear localization of the chromo-
somes. A minor subset of lamins accumulates away from the nuclear 
periphery, usually in nucleoli-associated domains (NADs)39, and 
we found consistent results after excluding NADs (Supplementary  
Fig. 3). We also repeated the experiments more conservatively by 
analyzing only the cLADs and iLADs with evolutionarily conserved 
patterns of nuclear localization, after integrating data on lamina-
associated regions from multiple cell types in mice, and we found 
similar results (Supplementary Fig. 3). Therefore, our findings were 
not sensitive to our choice of definition for cLADs and iLADs, and 
indicated that lamina-associated regions localized at the periphery 
have higher somatic mutation frequencies than do the interlamina 
regions at the nuclear core.

We next focused on mutational-signature differences between 
the nuclear core and periphery. In the SKCA cohort, UV-induced 
C-to-T substitutions, including those in the pi-pyrimidine context, 

were proportionally more common in the cLADs than the iLADs  
(Mann–Whitney U-test P < 1 × 10−8) (Fig. 2d and Supplementary 
Fig. 4). Similarly, C-to-A substitutions displayed a higher enrich-
ment in the cLADs in the LUSC cohort, thus indicating that smoking- 
associated oxidative DNA damage was greater in the nuclear 
periphery than the nuclear core (Mann–Whitney U-test  
P < 1 × 10−2, Fig. 2d and Supplementary Fig. 4). For LUSC patients, 
data on their smoking history and the number of pack-years were 
available. We calculated the AMR for cLAD and iLAD, consider-
ing only C-G to A-T mutations, and plotted the AMR(cLAD)/ 
AMR(iLAD) ratio against the number of pack-years. Indeed, we 
found that the number of pack-years was weakly correlated with 
the AMR(cLAD)/AMR(iLAD) ratio (Spearman correlation coef-
ficient of 0.29; Supplementary Fig. 4), thus suggesting that the 
relative strength of the signature of oxidative damage induced by 
smoking in the nuclear periphery was higher for heavy smokers 
than light smokers. Therefore, in cancer types driven by external 
carcinogens, the nuclear periphery had a proportionally higher 
burden of corresponding mutation signatures.
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Figure 1 Somatic mutation frequencies differ between chromosomes 
located at the nuclear core versus the periphery. (a) Eukaryotic 
chromosomes occupy different radial positions from the center of the 
nucleus. Classic examples are human chr18 and chr19, which are located 
at the nuclear periphery and core, respectively. (b) The adjusted mutation 
rate (AMR) tends to be significantly higher for chr18 relative to chr19. 
Mann–Whitney U-test P < 1 × 10−2 for all cohorts. In the box plots, the 
upper whisker is 1.5× the interquartile range (IQR) more than the third 
quartile or the maximal value of the adjusted mutation rate (depending on 
which value is greater); the lower whisker is 1.5× IQR lower than the first 
quartile or the minimum value of the adjusted mutation rate (depending 
on which value is smaller), where the IQR is the difference between the 
third quartile and the first quartile, i.e., the box length. Center line, 
median; points, data outside the upper and lower whiskers. (c) AMR 
values for chr1 to chr22, plotted against the average normalized radial 
distances from the center of the nucleus. Average and s.d. of normalized 
radial distances of chromosomes from the center of the nucleus were 
estimated from 54 measurements, as described in ref. 38. The numbers 
of samples used for AMR estimation are as in b. The s.d. values of AMR 
and radial positions are shown with vertical and horizontal error bars, 
respectively. The coefficient of determination was <0.1 in all cohorts.

A N A LY S I S
©

 2
01

7 
N

at
u

re
 A

m
er

ic
a,

 In
c.

, p
ar

t 
o

f 
S

p
ri

n
g

er
 N

at
u

re
. A

ll 
ri

g
h

ts
 r

es
er

ve
d

.



1002	 VOLUME 24 NUMBER 11 NOVEMBER 2017 NAture StructurAL & moLecuLAr bIoLogY

A N A LY S I S

Even though the patterns of DNA damage and response in the 
cancer cohorts were dominated by disease etiology, there were 
some other differences in mutational signatures between cLAD and 
iLADs, which were tissue-type invariant (Fig. 2d and Supplementary  
Fig. 4). For instance, when we summarized the trinucleotide- 
substitution patterns into mutational signatures by using nonnegative 
matrix factorization40, mutation signatures 3 and 5, compared with 
the other signatures, had a proportionally larger contribution in the 
iLAD and cLADs, respectively, in most cancer types. Translation of 
the mutational signatures into substitution patterns clearly indicated 
that most of the cancer types had a proportional increase in the con-
tribution of mutations in the WNW context (in which W is A or T, 
and N is A, G, C, or T) in the cLADs at the periphery compared with 
the iLADs in the core. Different cancer types, however, showed subtle 
variations in the preference for specific submotifs; for instance, in the 
DLBCL and CLL cohorts, W[T-to-G]W and also W[T-to-C]W muta-
tions were relatively more common in the cLADs than in the iLADs 
(Mann–Whitney U-test P < 1 × 10−10). There were other differences in 
mutational signatures that were dominated by the biology of the can-
cer type. For instance, in the SKCA cohort, T[C-to-T]W substitutions 
were more common in the cLADs than the iLADs (Mann–Whitney 
U-test P < 1 × 10−8; Supplementary Fig. 4).

Mutation	patterns	are	associated	with	nuclear	localization	after	
adjustment	for	covariates
Nuclear localization of genomic DNA is coupled with many genomic 
and epigenomic features: regions in the nuclear periphery compared 
with the core tend to be, on average, more AT rich, gene poor, and 
heterochromatic, and to have later replication timing16,18–20. Features 
such as replication timing and chromatin influence processes of DNA 
damage and repair, thus affecting mutational frequencies and signa-
tures4,6,41–43 (Fig. 3a). However, not all point mutations arise during 
replication, and nuclear lamins play a key role in DNA double-strand-
break repair, such that the preference for repair mechanisms in the 
nuclear periphery is different from that in the nuclear interior25. We 
thus assessed whether nuclear localization influences the mutational 

landscape in cancer genomes beyond what is already captured by 
chromatin and replication timing. Using a multiple linear regression 
including chromatin, replication timing, gene density, and GC content 
as covariates, we observed that the cLAD density was significantly 
associated with somatic mutation frequency, even after adjustment for 
other features, in all cancer types tested (Supplementary Fig. 5 and 
Supplementary Tables 1 and 2). After normalizing all features to zero 
mean and unitary variance, we also computed the variable importance 
metrics by using random forest regression (Fig. 3b) and determined 
the effect sizes by using multiple linear regression (Supplementary 
Fig. 5) for all features including the cLAD density in each 1-Mb bin. 
In general, the variable importance metrics of the cLAD density com-
puted from the random forest regression were of similar magnitudes to 
those for the trimethyl histone H3 K9 (H3K9me3) signal and replica-
tion timing. We also computed the approximate conditional-variable  
importance metrics to address the multicollinearities among the fea-
tures (Online Methods). We found that the cLAD density had a similar 
metric magnitude to that of H3K9me3 and replication timing in most 
cases. We further ascertained that the influence of the sample size in 
the collected cohort on the results was not significant, on the basis of 
a subsampling analysis of the lymphoma cohort (Online Methods).

Key differences between the nuclear core and periphery in the 
detected mutational signatures also persisted even when we adjusted 
for both chromatin (Fig. 3c) and replication timing (Supplementary 
Note). In the SKCA cohort, we found a proportionally higher burden 
of UV-mediated DNA damage and translesion-synthesis errors in the 
pyrimidine-dimer context in the nuclear periphery relative to that in 
the core, even when controlling for replication timing and chromatin. 
We also found that cLADs had a larger contribution of the mutational 
signature SSKCA1, dominated by T[C-to-T]W substitutions, whereas 
iLADs had a relative enrichment in mutational signature SSKCA2, 
representing C[C-to-T]Y; these preferences were observed even 
after adjustment for both chromatin and replication timing. Indeed, 
there is evidence that nuclear lamin B1 is critical for the nucleotide- 
excision-repair pathway for effective repair of the DNA-damage 
response to UV irradiation44. The preference for C[C-to-T]N (where 
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Figure 2 Somatic mutation patterns differ between genomic regions located at the nuclear core versus the periphery. (a) Genomic regions interacting 
with lamina proteins such as lamins A and B1 are predominantly localized at the nuclear periphery (with some exceptions). (b) Identification of genomic 
regions that are predominantly at the nuclear core (iLAD) and periphery (cLAD), respectively, in a cell-type-invariant manner. Lamin ChIP was used to 
identify genomic regions interacting with lamins in individual cell types. We classified a region as being constitutively present in the nuclear periphery 
if the region was associated with lamins in all cell types examined; in contrast, a region was categorized as being constitutively present in the nuclear 
core if it did not overlap with lamin-associated domains in any of the indicated cell types analyzed. A subset of these regions also showed preferential 
positioning at the nuclear core (iLADc) and periphery (cLADc) in an evolutionarily (evol.) conserved manner (Supplementary Fig. 3). (c) cLADs tend to 
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10−5 for all cohorts. Similar results were observed when mutations in iLADc and cLADc regions were considered (Supplementary Fig. 3). (d) Mutational 
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provided in Supplementary Figure 4.
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N is A, T, G, or C) in iLADs over cLADs was detectable in other 
cancer types including LUSC (signature SLUSC1). Moreover, in the 
LUSC cohort, the signature of oxidative DNA damage marked by 
C-to-A substitutions, especially W[C-to-A]W, was more common 
in the cLADs even after adjustment for chromatin and replication 
timing (Mann–Whitney U-test P < 1 × 10−10). Therefore, a higher 
burden of mutation signatures arising because of external mutagens 
in the nuclear periphery was at least partly attributable to nuclear 
localization even with adjustment for replication timing and chro-
matin context. The increased incidence of somatic mutations in the 
WNW context was also detected across most cancer types regardless 
of replication timing and chromatin context. In the DLBCL and CLL 
cohorts, we observed an increase in C-to-T transitions in iLADs and 
an increase in T-to- G transversions in the WTN trinucleotide context 
in cLADs (Mann–Whitney U-test P < 1 × 10−5) (Supplementary 
Note). The former signature is similar to COSMIC signature 2 and 
therefore might have been due to cytosine deamination mediated by 
off-target effects of AICDA/APOBEC family enzymes37,45,46. This 
hypothesis is also consistent with the observation that AICDA is 
predominantly localized in nucleoli and Cajal bodies in the nuclear 
core47. The latter signature is similar to COSMIC signature 9, and a 
variant of this signature, N[T-to-G]T, was also observed in cLADs 
in the STAD cohort (Mann–Whitney U-test P value < 1× 10−7; 
Supplementary Note). On the basis of the interpretation of COSMIC 
signature 9, we suspect that the signature arises primarily because of 
mutations attributed to DNA polymerase η (ref. 37), but other factors 
may also play a role.

Nuclear-pore-associated	regions	have	distinct	mutation	patterns
Nuclear pores are large multiprotein channels that are conduits 
for the nuclear transport of many small molecules and proteins,  
including DNA-damage-response and DNA-damage-repair factors, 
and nuclear pores play a key role in DNA repair24,48. To further extend 
our analysis, we investigated whether nuclear-pore-proximal regions 
(Fig. 4a) displayed mutational patterns different from those observed 
for the nuclear core and periphery regions. Nup98 is a component of 
the nuclear-pore complex (Fig. 4b); it is predominantly localized in 
the nuclear periphery, but it is also present in the nuclear interior, 
and its dynamics of interaction with genomic regions depends on 
the developmental trajectory of the cell49. Using Nup98 ChIP–seq 
data from multiple cell types49, we identified genomic regions that 
bound to Nup98 in one or more cell types. Accordingly we identi-
fied cLAD and iLADs that were localized in the neighborhood of, or 
distal from, Nup98-bound regions (NBRs) in a cell-type-invariant  
manner (Online Methods). cLADs at the nuclear periphery that were 
also close to NBRs in a cell-type-invariant manner were likely to be 
nuclear-pore proximal. Unfortunately, the number of mutations in 
these subregions was small; nonetheless, cLADs that were nuclear-
pore proximal had a lower AMR than those that were distal (Fig. 4c)  
in the STAD, lymphoma, and CLL cohorts (false-discovery-rate- 
adjusted Mann–Whitney U-test P < 5 × 10−2). The trinucleotide con-
texts of the substitution patterns in NBRs did not show any promi-
nent cancer-type-invariant mutational signatures (Supplementary 
Note). Interaction of genomic DNA with the nuclear pore is dynamic, 
and DNA breaks are shunted to nuclear pores for a repair pathway 
controlled by a conserved SUMO-dependent E3 ligase50. Therefore, 
the effects of nuclear-pore-assisted repair may not be restricted to 
NBRs. Nonetheless, DNA lesions within NBRs may be relocated to 
the nuclear-pore complex more quickly for repair, and this process  
may play a role in lowering the AMR in NBRs. Further evidence is 
required to conclusively establish this conjecture.

DISCUSSION
Together, our mutational signatures and multivariate analyses indi-
cated that the nuclear localization of genomic DNA may poten-
tially modulate somatic mutational patterns of cancer genomes, 
and that the effect attributed to nuclear localization on mutational 
landscapes in cancer is of similar magnitude to those of previously 
determined features such as chromatin and replication timing. 
This finding probably arose because a subset of mutations do not 
emerge during replication, and the nuclear lamina plays a role in 
DNA-damage recognition and repair21–24. Our observations are 
consistent with the reported effects of the nuclear lamina on vari-
ations in the germline mutation rate27. Even benign somatic tissue 
samples, although having considerably fewer somatic mutations, 
also showed similar patterns (Supplementary Fig. 6; P > 5 × 10−2). 
However, our results should be interpreted with caution, because: 
(i) The LAD information used in our study does not correspond to 
the (potentially unknown) cell type of origin of the six cancer types 
examined in this paper. To identify the effects of cell-type-specific 
LADs on mutation frequencies requires matched data, which are 
not yet available. (ii) The multicollinearities among features such 
as replication timing, chromatin, and nuclear localization pose 
a statistical challenge to dissecting their individual effects. Here, 
we performed our analyses from multiple angles, looking only at 
‘neutrally’ evolving genomic regions and investigating the data 
by using different multivariate models (Supplementary Figs. 7  
and 8 and Supplementary Table 3). Although the results of these 
different analyses are generally consistent with one another, further 
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Figure 4 Nuclear-pore-proximal genomic regions have characteristic 
somatic mutation patterns. (a) Schematic representation of nuclear 
pores as large multiprotein complexes on the nuclear envelope that 
regulate nuclear transport of biomolecules, including some mutagens and 
DNA-repair factors. (b) Nup98 is a key component of the nuclear-pore 
complex, and NBRs were identified from Nup98 ChIP data through an 
approach similar to that in Figure 1b. We classified genomic regions as 
nuclear-pore proximal if they were within 50 kb of Nup58 ChIP peaks in 
all cell types examined. In contrast, genomic regions that were at least 
50 kb from Nup58 ChIP peaks in all cell types were considered distal to 
nuclear pores. (c) AMR of cLAD and iLADs that are proximal to and distal 
from nuclear-pore regions were compared. False-discovery-rate-adjusted 
Mann–Whitney U-test P values were < 5 × 10−2 in the STAD, lymphoma, 
and CLL cohorts. The box plots are as in Figure 1b.
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investigation is still needed to confirm the effects of nuclear localiza-
tion on somatic mutations in somatic tissues.

There are multiple biological processes that might contribute to the 
observed differences in the mutation burden between the nuclear core and 
periphery. In 1975, Hsu proposed the ‘bodyguard hypothesis’, suggesting 
that constitutive heterochromatin is used by the cell as a bodyguard to 
protect the vital euchromatin by forming a layer of dispensable shield on 
the outer surface of the nucleus51. In agreement with this hypothesis, in the 
melanoma and lung squamous cell carcinoma cohorts, we found that the 
nuclear periphery, compared with the core, had a larger mutation burden 
and also displayed mutation signatures consistent with greater exposure 
to external mutagens. In addition, some of the processes of DNA-damage 
recognition and repair depend on lamina association or nuclear localiza-
tion. For instance, lamin B1 controls oxidative-stress responses through 
sequestration of Oct-1 at the nuclear periphery52, thus also leading to slow 
repair of DNA lesions. Furthermore, competing DNA-repair mechanisms 
may recruit different DNA polymerases or their cofactors with variable 
fidelity and signature error profiles53, depending on nuclear localization. 
For instance, XPC and XPA are two damage-recognition proteins associ-
ated with the nucleotide-excision-repair pathway, and after UV radiation, 
both XPC and XPA quickly accumulate in the border region of condensed 
chromatin called perichromatin at the nuclear core, but in condensed het-
erochromatin domains, accumulation of only XPC has been observed54. 
Another possibility could be that competing DNA-repair mechanisms 
recruit different DNA polymerases or their cofactors with variable fidel-
ity and signature error profiles53, depending on nuclear localization and 
cancer type. Furthermore, there is substantial evidence that DNA double-
strand-break repair is nuclear localization-dependent repair in the nuclear 
interior or at the nuclear pores that occurs through the repair pathways 
of classical homologous recombination and nonhomologous end-join-
ing; however, the nuclear-lamina-proximal regions tend to be refractory 
to homologous recombination and instead allow repair primarily through 
the error-prone mechanisms of alternative end-joining25, which may be a 
source of point mutations in the nuclear periphery. In any case, our findings 
support analyzing somatic mutations in tumor and benign tissues in the 
context of their 3D nuclear architecture.

METHODS
Methods, including statements of data availability and any associated 
accession codes and references, are available in the online version of 
the paper.

Note: Any Supplementary Information and Source Data files are available in the online 
version of the paper.
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ONLINE	METHODS
Somatic mutation data. We obtained somatic point-mutation data from 366 
completely sequenced genomes from melanoma (SKCA, 25 samples)30, lung 
squamous cell carcinoma (LUSC, 31 samples)31, gastric cancer (STAD, 100 
samples)32, diffuse large B cell lymphoma (DLBCL, 40 samples)33, chronic lym-
phocytic leukemia (CLL, 150 samples)34, and prostate cancer (PRAD, 20 sam-
ples)35,36. Somatic mutation data and other data types were mapped to the human 
reference genome (hg19). Mutation frequencies for the samples in these cohorts 
were comparable to those published in the literature14, and there were no outlier 
subsets of samples with excessive mutations or skewed mutational signatures that 
dominated the overall patterns observed in our analyses.

Annotation of noncoding, nonrepetitive, nonconserved regions. Because 
the mutational landscape of cancer genomes is shaped by the incidence of 
mutations as well as natural selection during clonal evolution acting on the 
variability thus generated55,56, and because variant calling is technically chal-
lenging in some genomic regions (for example, centromeres, telomeres, and 
repetitive regions), we focused only on the noncoding, nonrepetitive, noncon-
served regions (tier III annotation obtained from Mardis et al.57). In brief, such 
regions were identified after exclusion of repeat-masked regions, coding regions 
of annotated exons, canonical splice sites, and RNA-encoding genes, conserved  
genomic elements (cutoff: conservation score ≥500 on the basis of either the 
phastConsElements28way table or the phastConsElements17way table from 
UCSC genome browser), and regions with regulatory potential. (Regulatory 
annotations included were targetScanS, ORegAnno, tfbsConsSites, vistaEn-
hancers, eponine, firstEF, L1 TAF1 Valid, poly(A), switchDbTss, encodeUVien-
naRnaz, and cpgIslandExt57.) Such regions are generally expected to evolve in 
the absence of strong (positive or negative) selective pressure58 and should have 
no major issues with next-generation sequencing or mappability.

Annotation of nuclear-core and nuclear-periphery regions. Data on nuclear 
localization of human chromosomes were obtained from Bolzer et al.38. We 
obtained genome-wide data on LADs for multiple human and mouse cell 
types19,20. In these data sets, LADs were identified by using DamID treatment 
with a chimeric protein consisting of DNA adenine methyltransferase fused to 
lamin A or B1. DamID maps of (i) lamin B1 in mouse embryonic stem cells, 
astrocytes, neuronal precursor cells, and mouse embryonic fibroblasts were 
obtained from Peric-Hupkes et al.20; (ii) lamin B1 in human Tig3 fibroblasts 
were obtained from Guelen et al.19; and (iii) lamin B1 in human embryonic 
stem cells and HT1080 cells, and in mouse Pou2f1−/− and matching wild-type 
mouse embryonic fibroblasts, as well as lamin A in human HT1080 cells and in 
mouse neuronal precursor cells and astrocytes, were obtained from Meuleman 
et al.59 Genomic regions associated with lamins are predominantly at the 
nuclear periphery, although some nucleoplasmic LADs accumulate around 
nucleoli in the interior19,20,39, whereas those at the core were distinguished by 
the absence of interactions with nuclear lamina. Genome-wide distributions 
of lamina-associated regions are largely similar (73–87%) between different 
cell types in higher eukaryotes20.

Overlaying lamin A and B1 data, we identified the regions that overlapped 
lamin-associated regions in (i) all the human cell lines tested and (ii) none of 
the human cell line tested, and denoted them as being constitutively present at 
the nuclear periphery (denoted cLADs) and core (denoted constitutive iLADs), 
respectively, in a cell-type-invariant manner (Fig. 2b). Genomic regions in 
the nuclear core and periphery have differences in gene density, repetitive ele-
ments, and evolutionarily conserved elements, and those features can influence 
selection on the somatic mutations (for example, gene region) and mutation 
calling (for example, repetitive regions). Therefore, to minimize biases in our 
analysis, for all analyses presented in Figures 1, 2, and 4, we considered only 
tier III segments57 (i.e., noncoding, nonrepetitive, nonconserved genomic seg-
ments) of the cLAD and iLAD regions. In the multivariate analysis presented 
in Figure 3b, we used gene density, repetitive elements, evolutionary conserva-
tion, and other features as covariates.

As an even more conservative approach, by integrating human and mouse LA 
data in a similar manner, we also identified tier III segments of cLAD and iLADs 
with evolutionarily conserved patterns of localization in the nuclear periphery 
(denoted conserved and constitutive cLAD regions, cLADc) and nuclear core 

(denoted conserved and constitutive iLAD regions, iLADc; Fig. 2b), respectively, 
and compared the AMR between them (Supplementary Fig. 3).

Annotation of nuclear-pore-proximal regions. Nucleoporins are key com-
ponents of nuclear-pore complexes that control nucleocytoplasmic trafficking. 
Liang et al. have examined genomic regions bound to Nup98, a nucleoporin 
family nuclear-pore protein, through ChIP using multiple antibodies to Nup98 
in four cell types, three of which are related by direct lineage49. In tissue stem- and 
progenitor-cell populations, NBRs are predominantly at the nuclear periphery, 
but some NBRs also exist at the nuclear core, and Nup98 binding dynamically 
changes between cell types and during development49. We classified the cLAD 
and iLAD genomic regions as nuclear pore proximal if they were within 50 kb 
of Nup58 ChIP peaks in all cell types examined. We observed similar results by 
using 20 kb and 100 kb windows.

Annotation of replication timing, chromatin, and other covariates. Repli-Seq 
signals were downloaded for multiple tissue types60 from the ENCODE data 
portal (Supplementary Table 1) and, following the approach used in a previous 
study61, we kept only one GM12878 cell line data set to decrease the bias toward 
blood. Similarly, H3K9me3 histone modification marks across different tissue 
types were obtained from the Epigenomic Roadmap project62, including tissues 
such as liver and lung (Supplementary Table 3). The transcripts, GC percentage 
information and phastCons conservation scores for the human genome (hg19), 
calculated from multiple alignments with other 99 vertebrates, were extracted 
from the UCSC genome browser database63. For each 1-Mb bin, the GC per-
centage, the number of genes overlapping with the bin, the proportion of nucle-
otides located in gene region, and the average phastCons conservation score  
were computed. For replication timing and H3K9me3 signals, we first calculated 
the average signal for each 1 Mb within each cell type, then averaged the values 
across different cell types. Because, in general, the cell of origin of different cancer 
types is unknown, the average signal across different cell types can be used as 
a more robust measure of such signals, with the trade-off of loss of cell-type-
specific information.

Statistical analysis. We conducted both random forest regression and multi-
ple linear regression to analyze the effects of LADs on the average mutation 
frequency over different tumors within a certain cancer type, adjusting for con-
servation score, GC percentage, gene density, average replication timing signal 
(with a higher signal indicating more enrichment with early replication tim-
ing on average), and the average signal of the heterochromatin mark H3K9me3 
across multiple cell lines (Supplementary Figs. 7 and 8 and Supplementary 
Tables 1–3). The adjusted R2 for the linear model and the variance explained 
by the features of the random forest regression are shown in Supplementary 
Table 3. The use of linear regression was justified by using the residual plots and 
central limit theorem when averaging the mutation frequencies of each 1-Mb 
bin over different tumors (Supplementary Fig. 7). To account for potential cor-
relation among 1-Mb bins, we calculated the robust sandwich standard error64 
in all regression analyses. When analyzing the mutation frequency, averaging 
across different tumors within the same cancer type, the appropriateness of a 
linear model with additive effects of different genomic features can be justified 
by using residual plots (Supplementary Fig. 7). To make the scale of coefficients 
of different features comparable, we normalized all the features to zero mean and 
unitary variance.

For the random forest regression, the function cforest() in the R package ‘party’ 
was used. The variable importance metrics for the genomic features were com-
puted on the basis of permutation methods by using the varimp() function in the 
same package (Fig. 3b). The same set of features was included during random 
forest regression, again with average mutation frequencies in 1-Mb windows 
across samples as the dependent variable. The goodness of fit of random for-
est regression was again justified by using the residual plots (Supplementary  
Fig. 7). Because the genomic features analyzed were generally correlated, we also 
computed the conditional variable importance metric65, which aims to remove 
some of the bias due to multicollinearities among the features (Supplementary 
Fig. 8). Because of the computational complexity, we were not able to compute 
the genome-wide metrics. In an alternative approach, we randomly divided the 
genome into ten groups 50 times, computed the metrics within each group,  

©
 2

01
7 

N
at

u
re

 A
m

er
ic

a,
 In

c.
, p

ar
t 

o
f 

S
p

ri
n

g
er

 N
at

u
re

. A
ll 

ri
g

h
ts

 r
es

er
ve

d
.



NAture StructurAL & moLecuLAr bIoLogY doi:10.1038/nsmb.3474

calculated the median metrics across groups, and finally plotted the distribution 
of these median scores across 50 randomizations. However, as outlined in Strobl 
et al.65, such an attempt cannot guarantee the complete removal of the multicol-
linearity bias. Therefore, even though Supplementary Figure 8 shows that LAD 
has a conditional variable importance metric similar to and sometimes even 
stronger than those of H3K9me3 and replication timing, such results cannot 
necessarily be interpreted to indicate that LAD is a more important factor than 
H3K9me3 in DLBCL.

Finally, because the different cancer cohorts had different sample sizes, we 
explored how the sample size might have influenced our key results. To test the 
robustness of our findings over different sample sizes, we computed the variable 
importance metrics for the genomic features on the basis of sample sizes equal to 
10, 20, 30, and 40 in the lymphoma cohort, and we found that the patterns were 
highly similar across different sample sizes (Supplementary Fig. 8).

Mutational signatures are patterns in the occurrence of somatic single-nucle-
otide variants that can reflect underlying mutational and/or repair processes. We 
applied non-negative matrix factorization and principal component analysis to 
define mutation signatures, then evaluated their contributions to each sample’s 
mutational spectrum by using the somaticSignature R package40. To examine the 
significance of nuclear localization in mutagenic and repair processes, we par-
titioned the genome according to chromatin or replication-timing context, and 
then analyzed differences in mutation signatures between cLAD and iLAD regions 
within the respective context. Two-tailed P values for respective cohorts were calcu-
lated with Mann–Whitney U tests. COSMIC mutational signatures were obtained 
from the Catalogue of Somatic Mutations in Cancer (COSMIC; http://cancer.
sanger.ac.uk/cosmic/) and were based on a previously published report37.
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Reporting Checklist For Life Sciences Articles

This checklist is used to ensure good reporting standards and to improve the reproducibility of published results. For more information, please 

read Reporting Life Sciences Research. List items are standard for all Nature journal articles but may not apply to all disciplines or manuscripts.

▸  Figure legends

□  Check here to confirm that the following information is available in all relevant figure legends (or Methods section if too long):

•  the exact sample size (n) for each experimental group/condition, given as a number, not a range;

•  a description of the sample collection allowing the reader to understand whether the samples represent technical or biological replicates 

(including how many animals, litters, culture, etc.);

• a statement of how many times the experiment shown was replicated in the laboratory;

•  definitions of statistical methods and measures: (For small sample sizes (n<5) descriptive statistics are not appropriate, instead plot indi-

vidual data points)

o  very common tests, such as t-test, simple χ2 tests, Wilcoxon and Mann-Whitney tests, can be unambiguously identified by name only, 

but more complex techniques should be described in the methods section; 

o are tests one-sided or two-sided?

o are there adjustments for multiple comparisons?

o statistical test results, e.g., P values;

o definition of ‘center values’ as median or mean; 

o definition of error bars as s.d. or s.e.m. or c.i.

This checklist will not be published. Please ensure that the answers to the following questions are reported in the manuscript itself. We 

encourage you to include a specific subsection in the Methods section for statistics, reagents and animal models. Below, provide the 

page number or section and paragraph number (e.g. “Page 5” or “Methods, ‘reagents’ subsection, paragraph 2”).

Corresponding Author Name:  ________________________________________

Manuscript Number:  ______________________________

▸  Statistics and  general methods Reported in section/paragraph or page #:

1.  How was the sample size chosen to ensure adequate power to 

detect a pre-specified effect size? (Give section/paragraph or page #) 

For animal studies, include a statement about sample size estimate 

even if no statistical methods were used. 

2.  Describe inclusion/exclusion criteria if samples or animals were 

excluded from the analysis. Were the criteria pre-established?  

(Give section/paragraph or page #) 

3.  If a method of randomization was used to determine how samples/

animals were allocated to experimental groups and processed, 

describe it.  (Give section/paragraph or page #) 

 For animal studies, include a statement about randomization even if no 

randomization was used. 

4.  If the investigator was blinded to the group allocation during the 

experiment and/or when assessing the outcome, state the extent of 

blinding. (Give section/paragraph or page #) 

For animal studies, include a statement about blinding even if no blinding 

was done.

5.  For every figure, are statistical tests justified as appropriate?

Do the data meet the assumptions of the tests (e.g., normal distribution)? 

Is there an estimate of variation within each group of data?

Is the variance similar between the groups that are being statistically 

compared?  (Give section/paragraph or page #) 

(Continues on following page)
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pp 5, Method summary.
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NSMB-AN37603C

✔

Animals were not used for this study.

pp1, last para

NA

Animals were not used for this study.

NA

NA

Yes

Yes. In most cases non-parametric statistics was used.

Yes

Not necessarily, but appropriate statistics was used.
pp 6 para 5; Multivariate analysis

©
 2

01
7 

N
at

u
re

 A
m

er
ic

a,
 In

c.
, p

ar
t 

o
f 

S
p

ri
n

g
er

 N
at

u
re

. A
ll 

ri
g

h
ts

 r
es

er
ve

d
.



 | re
p

o
rtin

g
 c

h
e

c
klist fo

r life
 sc

ie
n

c
e

s a
rtic

le
s

September 2016

ii

▸  Human Subjects Reported in section/paragraph or page #:

11. Identify the committee(s) approving the study protocol.

12.  Include a statement confirming that informed consent was obtained 

from all subjects.

13.  For publication of patient photos, include a statement confirming 

that consent to publish was obtained.

14.  Report the clinical trial registration number (at ClinicalTrials.gov or 

equivalent). 

15.  For phase II and III randomized controlled trials, please refer to the 

CONSORT statement and submit the CONSORT checklist with 

your submission. 

16.  For tumor marker prognostic studies, we recommend that you follow 

the REMARK reporting guidelines.

▸  Reagents Reported in section/paragraph or page #:

6.  To show that antibodies were profiled for use in the system under 

study (assay and species), provide a citation, catalog number and/or 

clone number, supplementary information or reference to an antibody 

validation profile (e.g., Antibodypedia, 1DegreeBio). 

7. Cell line identity:

 a. Are any cell lines used in this paper listed in the database of  

 commonly misidentified cell lines maintained by ICLAC (also  

 available in NCBI Biosample)?

 b. If yes, include in the Methods section a scientific justification of  

 their use – indicate here on which page (or section and paragraph)  

 the justification can be found.

 c. For each cell line, include in the Methods section a statement  

 that specifies:

 - the source of the cell lines

 - have the cell lines been authenticated? If so, by which method?

 - have the cell lines been tested for mycoplasma contamination?

 In this checklist, indicate on which page (or section and paragraph)  

 the information can be found.

▸  Animal Models Reported in section/paragraph or page #:

8. Report species, strain, sex and age of animals

9.  For experiments involving live vertebrates, include a statement of 

compliance with ethical regulations and identify the committee(s) 

approving the experiments.  

10.  We recommend consulting the ARRIVE guidelines (PLoS Biol. 8(6), e1000412,2010) to ensure that other relevant aspects of animal studies are 

adequately reported. 

(Continues on following page)
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▸  Data Availability Reported in section/paragraph or page #

17.  Please provide a Data Availability statement in the Methods section 

under “Data Availability”. Data availability statements should include, 

where applicable, accession codes, other unique identifiers and asso-

ciated web links for publicly available datasets, and any conditions 

for access of non-publicly available datasets. Where figure source 

data are provided, statements confirming this should be included in 

data availability statements. Please refer our data availability and data 

citations policy for detailed guidance on information that must be pro-

vided in this statement.

Data deposition in a public repository is mandatory for:

 a. Protein, DNA and RNA sequences

 b. Macromolecular structures

 c. Crystallographic data for small molecules

 d. Microarray data

Deposition is strongly recommended for many other datasets for which structured public repositories exist; more  details on our data policy are 

available here. We encourage the provision of other source data in supplementary information or in unstructured repositories such as Figshare and 

Dryad.  We encourage publication of Data Descriptors (see Scientific Data) to maximize data reuse

18.  If computer code was used to generate results that are central to 

the paper’s conclusions, include a statement in the Methods section 

under “Code availability” to indicate whether and how the code 

can be accessed. Include version information as necessary and any 

restrictions on availability.

Nature Structural & Molecular Biology: doi:10.1038/nsmb.3474

We used publicly available DNA mutation data from
published papers and publicly available databases. Citations
of the papers are provided.

Standard statistical tests were used on publicy available data.
Nevertheless, computer codes for the study will be available
upon request.
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