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Abstract

Anti-cancer drugs targeted to specific oncogenic pathways have shown promising therapeutic results in the past few years; however, drug resistance remains an important obstacle for these therapies. Resistance to these drugs can emerge due to a variety of reasons including genetic or epigenetic changes which alter the binding site of the drug target, cellular metabolism or export mechanisms. Obtaining a better understanding of the evolution of resistant populations during therapy may enable the design of more effective therapeutic regimens which prevent or delay progression of disease due to resistance. In this paper, we use stochastic mathematical models to study the evolutionary dynamics of resistance under time-varying dosing schedules and pharmacokinetic effects. The populations of sensitive and resistant cells are modeled as multi-type non-homogeneous birth–death processes in which the drug concentration affects the birth and death rates of both the sensitive and resistant cell populations in continuous time. This flexible model allows us to consider the effects of generalized treatment strategies as well as detailed pharmacokinetic phenomena such as drug elimination and accumulation over multiple doses. We develop estimates for the probability of developing resistance and moments of the size of the resistant cell population. With these estimates, we optimize treatment schedules over a subspace of tolerated schedules to minimize the risk of disease progression due to resistance as well as locate ideal schedules for controlling the population size of resistant clones in situations where resistance is inevitable. Our methodology can be used to describe dynamics of resistance arising due to a single (epi)genetic alteration in any tumor type.

1. Introduction

A new generation of anti-cancer drugs targeted to specific oncogenic pathways has emerged in recent years as a promising alternative to chemotherapy and radiation. Often referred to as ‘targeted therapeutics,’ these drugs inhibit specific protein targets which are essential for the continued viability and proliferation of cancer cells. Thus, they hold the potential to more effectively inhibit tumor growth with far less toxic effects than standard chemotherapeutic agents. Examples of targeted therapies include small-molecule inhibitors of the JAK2, FLT3 and BCR-ABL tyrosine kinases in leukemias (e.g. cep701, tg101348, imatinib (Gleevec)), and the EGFR pathway in lung, breast, and colorectal cancers (e.g. erlotinib (Tarceva), gefitinib (Iressa), and cetuximab (Erbitux)). Other targeted therapies include drugs blocking tumor invasion and metastasis, anti-angiogenesis agents, pro-apoptotic drugs and proteosome inhibitors.

Despite the success of targeted therapies in the past few years, drug resistance remains an important obstacle to the cure or prolonged control of tumors. Resistance may emerge due to a variety of reasons including changes in the binding site of the drug target, metabolism or export mechanisms via genetic or epigenetic alterations. For example, the tyrosine kinase inhibitors erlotinib and gefitinib initially elicit dramatic responses in non-small cell lung cancer patients with somatic gain-of-function mutations in the kinase domain of the epidermal growth factor receptor (EGFR) (Pao et al., 2004). However, almost all patients eventually develop ‘acquired’ resistance which has been associated with a secondary point mutation (T790M) in the kinase domain of EGFR or amplification of MET (Pao et al., 2005; Engelmann et al., 2007). Analogous mutations lead to acquired resistance to imatinib, a kinase inhibitor used in the treatment of chronic myeloid leukemia (CML) (Gorre et al., 2001). Although second generation kinase inhibitors have been developed for CML, numerous point mutations have been identified which confer resistance to these drugs as well. These examples illustrate a significant weakness of targeted therapies: focused action on specific molecular targets renders these therapies vulnerable to alteration of the drug target by somatic mutations.
A better understanding of the evolution of resistant populations during therapy may enable the design of more effective therapeutic regimens using existing drugs which prevent or delay progression of disease due to resistance. Since mutations conferring resistance can arise as random events during the DNA replication phase of cell division, the emergence of resistant cells is described well by stochastic mathematical models wherein resistant cells arise during sensitive cell replication. Several stochastic models have been proposed to study the dynamics of resistance to chemotherapy and anti-cancer therapies. Coldman and co-authors pioneered the field by introducing stochastic models of resistance to chemotherapy (see e.g., Coldman and Goldie, 1986; Coldman and Murray, 2000 and references therein) to guide treatment schedules. In Coldman and Goldie (1986), a branching process model of tumor growth with a differentiation hierarchy was introduced to study the emergence of resistance to one or two equivalent chemotherapeutic drugs. In this study, the birth and death rates of cells were modeled as time-independent constants; cells were assumed to divide with a fixed and common interdivision time and each sensitive cell division gave rise to a resistant cell with a certain probability. The treatment was modeled as a series of fixed time points at which either of the drugs could be administered at a fixed dose and the effect of drug was incorporated as an additional probabilistic cell kill law on the existing population. The goal of the model was to schedule the sequential administration of both drugs in order to maximize the probability of cure. A generalization of this approach was later studied by Day (1986), who relaxed the assumption of equivalency or ‘symmetry’ between the two drugs. This approach provided the basis of OncoCap, a software developed by Day and colleagues (http://www.oncotcap.pitt.edu/2000/) that performs simulations of the treatment outcome of a single patient to assess the probability of cure. In a later study by Coldman and Murray (2000), toxic effects of chemotherapy on normal tissues were incorporated and an optimal control problem was formulated to maximize the probability of tumor cure times the probability of no toxicity. Later, Iwasa et al. (2003) used a multi-type branching process model to study the probability of resistance due to one or multiple mutations in populations under selection pressure. Komarova and Wodarz (2005) and Komarova (2006) developed a model for multi-drug resistance using a multi-type birth–death process in which the resistance to each drug was conferred by genetic alterations within a mutational network. In this model, birth and death rates of each cell type were constant over time and cells had an additional drug-induced death rate if they were sensitive to the drugs. The authors studied the evolution of resistant cells before and after the start of treatment and calculated the probability of treatment success under continuous drug treatment scenarios with varying numbers of drugs. More recently, Iwasa et al. (2006) and Haeno et al. (2007) studied the dynamics of resistance emerging due to one or two genetic alterations in a clonally expanding population of sensitive cells prior to the start of therapy; these scenarios were also modeled using a time-homogenous multi-type birth–death process.

In previous work we studied the dynamics of resistance during pulsed and continuous administration strategies of targeted drugs (Foo and Michor, 2009). In the present paper we build upon this framework to study the effect of time-varying dosing schedules and pharmacokinetic effects on the evolutionary dynamics of resistance. The populations of sensitive and resistant cells are modeled as multi-type non-homogeneous birth–death processes in which the drug concentration affects the birth and death rates of both the sensitive and resistant cell populations. Thus, the birth and death rate of each cell population is modeled as a general time-dependent function. This extension allows us to consider the effects of more generalized treatment strategies as well as detailed pharmacokinetic phenomena such as drug elimination and accumulation over multiple doses. We confine our analysis to the single-drug case where resistance is conferred by a single genetic alteration; however, the theory can easily be generalized to multiple drug/mutation scenarios. We develop estimates for the probability of developing resistance and moments of the resistant cell population size. With these estimates, we can optimize treatment schedules over a subspace of tolerated schedules to minimize the risk of disease progression due to resistance as well as locate ideal schedules for controlling the population size of resistant clones in situations where resistance is inevitable.

2. Model

We model the cancer cell population during treatment with a multi-type non-homogeneous continuous-time birth–death process. Here we consider only the sub-population of cancer cells that is capable of self-renewal to produce and maintain a resistant cell clone. This sub-population may be represented by cancer ‘stem’ cells since resistance mutations arising in more differentiated cell types may be lost from the population due to their limited self-renewal capacity. The number of sensitive cancer cells at any particular time $t$ is given by $X(t)$, and similarly the number of drug-resistant cancer cells is given by $Y(t)$. The sensitive cancer cells proliferate and die with time-dependent rates $\lambda_x(t)$ and $\mu_x(t)$, respectively, while the resistant stem cells proliferate and die with rates $\lambda_y(t)$ and $\mu_y(t)$. These rates reflect the effect of the treatment on the cancer cells and thus depend on how the drug concentration varies in time. During each sensitive cell division a mutation may arise with probability $u$, giving rise to a new resistant cell.

The process $X(t) = (X(t), Y(t))$ represents the state of the sensitive and resistant cell populations at time $t$. We assume that initially, the population consists of $M$ sensitive cells: $X(0) = (M, 0)$. The infinitesimal transition probabilities for this process are given by:

$$P(\mathbf{X}(t + \Delta t) = (n + j, m + k) | \mathbf{X}(t) = (n, m)) = \begin{cases} \lambda_x(t)n\Delta t + o(\Delta t) & \text{if } j = 1, k = 0, \\ \mu_x(t)m\Delta t + o(\Delta t) & \text{if } j = -1, k = 0, \\ \lambda_y(t)n\Delta t + \lambda_x(t)n\Delta tu + o(\Delta t) & \text{if } j = 0, k = 1, \\ \mu_y(t)m\Delta t + o(\Delta t) & \text{if } j = 0, k = -1, \\ 1 - \lambda_x(t) + \mu_x(t)m\Delta t - (\lambda_y(t) + \mu_y(t))n\Delta t + o(\Delta t) & \text{if } j = 0, k = 0, \end{cases}$$

(1)

We aim to answer the following questions: (1) Under a specified dosing regimen (i.e. given $\lambda_x(t)$, $\mu_x(t)$, $\lambda_y(t)$, and $\mu_y(t)$), what is the probability that there are resistant cells in the population at any given time? (2) What is the expected number of resistant cells as a function of time? Can we quantify the variance of this number? (3) How do pharmacokinetic effects such as drug accumulation and elimination moderate the risk of resistance? (4) Given a range of dosing regimens constrained by toxicity limitations, what is the optimal dosing regimen that minimizes the probability of resistance? In the following, we derive analytical approximations to the stochastic process to address these questions.

3. Analytical approximations

In this section we obtain analytical approximations for the probability of resistance as well as the mean and variance of the
resistant cell number at any given time \( t \). Since performing exact numerical simulations of the stochastic processes is computationally costly, such analytical approximations are vital for exploring parameter dependence of the model and for testing multiple dosing strategies.

It is useful to first review the properties of a single-type birth–death process \( Z(t) \), with time-dependent birth and death rates \( \dot{\lambda}(t) \) and \( \mu(t) \). The infinitesimal transition probabilities for this process are given by

\[
P(Z(t + \Delta t) = n + j | Z(t) = n) = \begin{cases} \dot{\lambda}(t)n \Delta t + o(\Delta t) & \text{if } j = 1, \\ \mu(t)n \Delta t + o(\Delta t) & \text{if } j = -1, \\ o(\Delta t) & \text{else.} \end{cases}
\]

The mean of this process at time \( t \) is given by

\[
\mathbb{E}[Z(t)] = Z_0 \exp \left[ \int_0^t (\dot{\lambda}(\tau) - \mu(\tau)) \, d\tau \right].
\]

where \( Z_0 = Z(0) \). The variance of this process at time \( t \) is given by

\[
\text{Var}[Z(t)] = Z_0 \exp \left[ -2\int_0^t (\dot{\lambda}(\tau) + \mu(\tau)) \, d\tau \right],
\]

where

\[
\lambda(t) = \exp \left[ \int_0^t (\mu(\tau) - \dot{\lambda}(\tau)) \, d\tau \right].
\]

In the following sections we will also use the generating function for this process \( G(s, t) = \mathbb{E}[s^{Z(t)}] \) (see, e.g., Parzen, 1999)

\[
G(s, t) = q_0 \lambda(t),
\]

where

\[
q = \frac{s - 1}{\lambda(t) - \mu(t)} + 1.
\]

We note from the generating function that the probability of extinction of the process at time \( t \) can be rewritten as

\[
P(Z(t) = 0) = G(0, t) = \left( 1 + \int_0^t \mu(t) \lambda(t) \, d\tau \right)^{-1},
\]

thus showing that the probability of eventual extinction \( P_{E_{ext}} = \lim_{t \to \infty} G(0, t) \) is equal to one if and only if

\[
\int_0^t \mu(t) \lambda(t) \, d\tau \to \infty.
\]

3.1. Expected number of resistant cells

To approximate the size of the resistant cell population, we first estimate the rate at which resistant cells are produced from the sensitive cell population \( X(t) \). To simplify our analysis, we approximate the birth rate of the sensitive cell process in the model, \( \dot{\lambda}_X(1 - u) \), with \( \dot{\lambda}_X \) in the following calculations. Since the mutation rate \( u \) per cell division is typically small for a specific mutation (much less than \( 10^{-2} \)), this approximation leads to an insignificant difference. In Section 4, the validity of this approximation is demonstrated via agreement of our formulae with exact stochastic simulations of the full multi-type process given in (1).

Thus, the rate of production of resistant cells from the sensitive cell population is

\[
b(t) = M \exp \left[ \int_0^t \dot{\lambda}_X(1 - u) - \mu_X(t) \, d\tau \right] \dot{\lambda}_X(t) u,
\]

where \( M \) is the initial sensitive population size. Then the expected number of resistant cells as a function of time is approximated with the convolution

\[
R(t) = \int_0^t b(\tau) \exp \left[ \int_0^{t-\tau} \dot{\lambda}_X(\tau + \eta) - \mu_X(\tau + \eta) \, d\eta \right] \, d\tau.
\]

3.2. Probability of resistance

We are interested in finding the probability that there exists at least one resistant cell at a particular time, \( T \). Consider a small time interval \( \Delta T \) and a partition of the time period \( [0, T] \) into \( N \) small intervals of size \( \Delta T \): \( [t_0, t_1, t_2, \ldots, t_N] \), where \( t_i = i \Delta T \) and \( \Delta T = T/N \). The probability of a resistance mutation arising from the sensitive cell process within a given time interval \( [t_i, t_i + \Delta T] \) is approximately \( b(t_i) \Delta T \), where \( b(t_i) \) is the rate of production of resistant cells from the sensitive cell population.

Since we exclude the possibility of back-mutation from resistant to sensitive cells, we consider the population size of a resistant cell clone originating from one resistant cell to be a single-type birth–death process. Using Eq. (5), we find that the probability that a clone originating from a single resistant cell produced at time \( t \) is extinct by time \( T \) is given by

\[
P_{ext}(t, T) = \left( \frac{\int_0^{T-t} \mu_X(t+\tau) \lambda_X(t+\tau) \, d\tau}{1 + \int_0^{T-t} \mu_X(t+\tau) \lambda_X(t+\tau) \, d\tau} \right)^{t/N},
\]

where

\[
\bar{\lambda}_X(t+\tau) = \lambda_X(t+\tau) - \mu_X(t+\tau) \lambda_X(t+\tau) d\tau.
\]

3.3. Conditional expected number of resistant cells

In the previous two sections we have considered \( R(t) \), the average number of resistant cells at time \( t \), and \( P_0(t) \), the probability that at least one resistant cell is present at time \( t \).
Let us now calculate the expected number of resistant cells present at time $t$, averaged only over those patients who harbor resistant cells at this time. To find this conditional number of resistant cells, we simply note that

$$E[Y(t)|Y(t) \geq 1] = \frac{R(t)}{P_{0}(t)}$$  \hspace{1cm} (12)

This quantity is of clinical interest since we may wish to find the expected resistant cell population size averaged only over the cohort of patients who develop resistance.

3.4. Variance of the resistant cell number

We are also interested in the variance of $Y(T)$ to understand the variability in size of the resistant cell population. In estimating moments higher than the mean it is important to consider the stochasticity of the population of resistant cells from the sensitive cell process, as well as the stochasticity of the growth of each resistant clone.

Suppose a single resistant cell is produced at time $t$. Consider the random variable representing the population size of the resulting resistant clone at a later time $T$. Following Eq. (4), its generating function is given by

$$G_{y}^{(Y)}(s) = \exp\left[\frac{s-1}{T-t}\int_{0}^{T-t}\dot{w}(t, T-t) dt\right],$$  \hspace{1cm} (13)

where $\dot{w}$ is defined as in Eq. (9).

Next, consider once again the partition of the time period $[0, T]$ into $N$ small intervals of size $\Delta t$: $[t_0, t_1, t_2, \ldots, t_N]$. We note that the number of resistant cells produced in each time interval $[t_i, t_{i+1}]$ is one with probability $b(t_i)\Delta t$ and zero with probability $1-b(t_i)\Delta t$, where we have neglected higher order terms of $\Delta t$. Then, its generating function is approximately given by

$$G_{y}^{(Y)}(s) = \exp[b(t_i)\Delta t\Delta t(s-1)].$$

Now, define $S_{t}$ to be the random variable representing the number of resistant cells present at time $T$ which arose from a clone beginning in the time interval $[t_i, t_{i+1}]$. The generating function of $S_{t}$ is therefore given by

$$G_{S_{t}}(s) = \exp[b(t_i)\Delta t(G_{y}^{(Y)}(s)-1)] = \exp\left[y\left(\frac{s-1}{\Omega-(s-1)}\right)\right],$$

where $y := b(t_i)\Delta t$

$$\Omega := \dot{w}(T-t_i, t_i)$$

$$A := \int_{0}^{T-t_i}\dot{w}(t, t_i)\Delta t.$$  \hspace{1cm} (14)

The variance of $S_{t}$ is thus given by

$$\text{Var}(S_{t}) = G_{S_{t}}(1) + G_{S_{t}}'(1) - G_{S_{t}}(1)^2 = \frac{y(\Omega + 2.4)}{\Omega^2}.$$  \hspace{1cm} (15)

Since the total population of resistant cells at time $T$ is the sum of independent random variables $S_{t}$, i from $0 \ldots N-1$, the variance of $Y(T)$ is given by $\sum_{i=0}^{N-1} \text{Var}(S_{t})$. Thus, we find that

$$\text{Var}(Y(T)) = \text{Var}(Y(T))$$  \hspace{1cm} (16)

$$\approx \sum_{i=0}^{N-1} b(t_i)\Delta t[\dot{w}(T-t_i, t_i) + 2\int_{0}^{T-t_i} \dot{w}(t, T-t_i) dt]$$

$$\approx \int_{0}^{T} b(t)\dot{w}(T-t, t) + 2\int_{0}^{T} \dot{w}(t, T-t) dt.$$  \hspace{1cm} (17)

3.5. Extension to cases of pre-existing resistance

Suppose that at the start of therapy there exists a small population of resistant cells. If these cells are completely resistant to therapy, then by definition no dosing schedule will alter the growth of the resistant clone. However, in the case of partial resistance, we may adapt the theory to calculate the probability of resistance and expected size of the resistant clone under various dosing schedules. Let us consider the initial population as two separate populations: $M(1-s)$ sensitive cells and $Ms$ resistant cells, where $s$ is the initial fraction of resistant cells. Then the probability of having no resistant cells present at time $T$ is calculated by

$$P_{0}(T) = P_{0}(T)P_{0}(T),$$  \hspace{1cm} (18)

where $P_{0}(T)$ is the probability that there are no resistant cells at time $T$ originating from the initial population of sensitive cells, and $P_{0}(T)$ is the probability that the clone arising from the initial population of $Ms$ resistant cells becomes extinct before time $T$. The first term, $P_{0}(T)$, as in the last line of display (10) with an initial population of $M(1-s)$ sensitive cells. The second term, $P_{0}(T)$, is calculated as in Eq. (5) with an initial population of $Ms$ resistant cells. Thus the probability of resistance at time $T$ is given by

$$P_{R}(T) = 1-P_{0}(T) = 1-P_{0}(T)P_{0}(T),$$  \hspace{1cm} (19)

Then the expected number of resistant cells at time $T$ is given by

$$R(T) = R(T) + R(T) + R(T),$$  \hspace{1cm} (20)

where $P_{0}(T)$, as calculated in Eq. (7), is the expected number of resistant cells arising from the initial population of $M(1-s)$ cells. The term $R(T)$ is simply the expected size of the clone arising from the initial population of $Ms$ resistant cells, calculated as in Eq. (5). The variance of the resistant cell population size in the case of pre-existing resistance can also be easily found using analogous calculations.

4. Numerical examples

In this section, we use stochastic simulations to validate the theoretical formulae derived above, which will later be used for predictions of optimal dosing strategies. Since the birth and death rates of the process in our model (Eq. (1)) are time-dependent, standard Monte Carlo event-driven simulation techniques for Poisson processes with constant rates cannot be used. To perform exact simulations of our non-homogeneous birth–death process, we instead employ a slightly modified sampling technique called adaptive thinning (Lewis and Shedler, 1978). In this algorithm, the exponential waiting times between events are generated by first defining a stepwise constant rate function which majorizes the true instantaneous rate at any time $t$. After each event, an exponential waiting time is generated with the majorizing rate. This event is accepted if a uniform random variate generated on $[0, 1]$ falls below the ratio of the true rate to the majorizing rate; otherwise, the event is rejected. More details on the use of this standard simulation technique for non-homogeneous Poisson processes can be found in texts on stochastic simulation (see for example, p. 60, Example 4.2 of Asmussen and Glynn, 2007).

In the following examples, the initial population is comprised of $M$ sensitive cells unless stated otherwise.

4.1. Example: a single-type non-homogeneous birth–death process

Consider a process $Z(t)$ representing a population of a single cell type with a sinusoidal birth rate, $\dot{z}(t) = A\sin(\theta t) + B$, and a constant death rate, $\mu(t) = C$. We require $B \geq A$ and $C \geq 0$ so that the birth and death rates are always non-negative. For these simple birth and death rates, we calculate that for $B \leq C$, the probability of extinction is one.
This can be seen by noting that \( w(t) = \exp[A/\beta \cos(\theta t) - A/(\theta - (B - C)t)] \), so \( \int_0^t w(t) \, dt \) diverges as \( t \to \infty \) when \( B \leq C \). From Eq. (5), this implies that the probability of extinction is one.

Mean behavior of process. This process \( Z(t) \) with initial population size of 1 is simulated using the adaptive thinning algorithm described above. In Fig. 1(a) we plot the simulation mean in red circles and the exact mean, given in (2), as a black line. Fig. 1(b) shows the birth rate minus the death rate, \( \lambda(t) - \mu(t) \), as a function of time.

Number of cell divisions. The rate of cell division in \( Z(t) \) is given by \( \exp[\int_0^t (\lambda(t) - \mu(t)) \, dt] = \exp[A/\beta + (B - C)t - A/\beta \cos(\theta t)] / (A \sin(\theta t) + B) \). Integrating this rate, we obtain the average number of cell divisions before time \( T \) as

\[
\int_0^T \exp \frac{A}{\beta} + (B - C)t - \frac{A}{\beta} \cos(\theta t) d(t) dt.
\]

Fig. 1(c) shows the agreement between this formula and the simulation.

Fig. 1. A single-type non-homogeneous birth–death process. (a) Simulation (red circles) and theoretical (black line) mean of the single-type birth and death process \( Z(t) \) with birth rate \( \lambda(t) = 0.05 \sin(0.1t) + 0.1 \), death rate \( \mu(t) = 0.08 \) and initial population size \( M = 1 \). (b) We plot the net growth minus death rate \( \lambda(t) - \mu(t) \) as a function of time. (c) We show the number of sensitive cell divisions for the process \( Z(t) \) with birth rate \( \lambda(t) = 0.05 \sin(0.1t) + 0.1 \), death rate \( \mu(t) = 0.08 \) and initial population size \( M = 1 \). Simulation (red circles) and theory (black line) are shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4.2. Example: model population of sensitive and resistant cells

Next we consider an example of our model process, defined by Eq. (1), describing the evolution of sensitive and resistant cells during therapy. Let us define the birth and death rates as

$$\lambda_s(t) = A_1 \sin(\theta t) + B_1, \quad \mu_s(t) = C_1,$$

$$\lambda_r(t) = A_2 \sin(\theta t) + B_2, \quad \mu_r(t) = C_2.$$  

Once again we require $B_i \geq A_i$ and $C_i \geq 0$, for $i = 1, 2$ such that the birth and death rates are always non-negative.

**Expected number of resistant cells.** Recall that the expected size of the resistant cell population at time $t$ is given by Eq. (7). Then we have

$$R(t) = \int_0^t b(\tau) \exp \left[ \int_0^{\tau-} A_2 \sin(\theta \tau + \eta)) + B_2 - C_2 \, d\eta \right] \, d\tau$$

$$= \int_0^t b(\tau) \exp \left[ \frac{A^2}{A_2} \cos(\theta \tau) - \frac{A^2}{A_2} \cos(\theta t) + (B_2 - C_2) \tau + (C_2 - B_2) \tau \right] \, d\tau,$$

where the rate of production of resistant cells from the sensitive cell process, $b(\tau)$, is given by

$$b(\tau) = M \exp \left[ \int_0^\tau A_1 \sin(\theta t) + B_1 - C_1 \, dt \right] \left( A_1 \sin(\theta t) + B_1 \right) m$$

$$= M \exp \left[ \frac{A_1}{A_2} + (B_1 - C_1) \tau - \frac{A_1}{A_2} \cos(\theta \tau) \right] \left( A_1 \sin(\theta t) + B_1 \right) m.$$

In Fig. 2(a) we compare this formula with the results of simulating the full process for several choices of the parameter $C_2$, the death rate of resistant cells. We observe that as the death rate of resistant cells increases, the average number of resistant cells decreases, as expected. Note the agreement between the simulation results and theoretical approximations derived above.

**Probability of resistance.** The probability of having at least one resistant cell at time $T$ is approximated by Eq. (11), where $b(t)$ is given as in Eq. (18). The probability of extinction of a single resistant clone beginning at time $t$ is given (using Eq. (8)) as

$$P_{ext}(t, T) = \frac{Q}{1+Q},$$

where

$$Q = \int_0^{\tau-} C_2 \exp \left[ \frac{A^2}{A_2} \cos(\theta (\tau + \tau)) - \frac{A^2}{A_2} \cos(\theta t) - (B_2 - C_2) \tau \right] \, d\tau.$$

In Fig. 2(b) we validate our approximations with simulations. We observe that as the birth rate of sensitive cells increases with $B_1$, the probability of resistance increases. If the sensitive cell population is driven to extinction, the probability of resistance reaches a steady value after the time of extinction since no additional resistant cell clones can be produced after this time.

**Fig. 2.** Evolutionary dynamics of sensitive and resistant cells. (a) Average number of resistant cells $Y(t)$ as a function of time. The fixed parameters in this example are as follows: $\lambda_r(t) = 0.05 \sin(0.1 t) + 0.1$, $\mu_r(t) = 0.14$, $\lambda_s(t) = 0.05 \sin(0.1 t) + 0.12$. The death rate of resistant cells is varied: $\mu_s(t) = 0.09, 0.10, 0.12$. The initial population consists of $M = 100$ sensitive cells and the mutation rate $u$ is $10^{-3}$ per cell division. Simulation results are plotted as circles and theoretical formulas as black lines. (b) Probability of resistance as a function of time. The fixed parameters in this example are as follows: $\lambda_r(t) = 0.14$, $\mu_r(t) = 0.1$, $\lambda_s(t) = 0.05 \sin(0.1 t) + 0.12$. The birth rate of sensitive cells is varied: $\lambda_s(t) = 0.05 \sin(0.1 t) + B_1$, where $B_1$ takes values $0.1, 0.12, 0.14$. The initial population consists of $M = 100$ sensitive cells and the mutation rate is $10^{-3}$ per cell division. Simulation results are plotted as circles and theoretical formulas as black lines. (c) Variance of resistant cell population as a function of time. The parameters are as follows: $\mu_s(t) = 0.14$, $\mu_r(t) = 0.1$, $\lambda_s(t) = 0.05 \sin(0.1 t) + 0.12$, and $\lambda_r(t) = 0.05 \sin(0.1 t) + 0.1$. The initial population consists of $M = 100$ sensitive cells and the mutation rate is $10^{-3}$ per cell division. Simulation results are plotted as circles and theoretical formulas as lines.
Variance of resistant cell population. The variance of the resistant cell population as a function of time is given by Eq. (15). In Fig. 2(c), we plot the predicted variance of the population size as a function of time as well as simulation results. We observe a good fit between simulation and predictions here as well.

4.3. Example: pre-existing resistance

In this example we consider a pulsed therapy schedule on a population with initial frequency \( s \) of pre-existing resistant cells. More specifically, the initial population consists of \( M_s \) resistant cells and \( M(1-s) \) sensitive cells. We consider a pulsed 14-day on, 14-day off therapy schedule. The growth and death rates for the cells during and in the absence of therapy are as follows:

\[
\lambda_1^{on} = 0.05, \quad \lambda_1^{off} = 1.3, \\
\mu_1^{on} = \mu_1^{off} = 0.1, \\
\lambda_1^{on} = 0.11, \quad \lambda_1^{off} = 0.15, \\
\mu_2^{on} = \mu_2^{off} = 0.1.
\]

(19)

We next show the agreement of the theoretical predictions from Eqs. (16) and (17) with simulation results. Figs. 3(a) and (b) show the expected number of resistant cells and the probability of resistance, respectively, at varying pre-existing resistance fractions.

4.4. Effect of drug accumulation on the evolution of resistance

In this section we combine a simple pharmacokinetic model with our evolutionary model of resistance. We model the drug concentration after a single dose as an exponentially decaying function of time with a rate determined by the elimination half-life of the drug (see e.g. Towser and Rowland, 2006). When extending this approach to multiple dose regimes, we obtain a model for the accumulation of drug concentration over the course of treatment. For example, if the daily dose of drug is given by \( D \) units, then the concentration over time after one dose is

\[
\text{Conc}(t) = De^{-\kappa t},
\]

where \( \kappa \) is the rate of drug elimination. Suppose the dose \( D \) is administered every \( \tau \) units of time. Then the maximum amount of drug in the patient after the \( N \)-th dose is given by

\[
D \frac{1-e^{-N\kappa \tau}}{1-e^{-\kappa\tau}}.
\]

The drug concentration eventually reaches a steady state plateau wherein the amount of drug administered in each dose is equal to the amount lost through elimination during the \( \tau \) units of time between doses. The maximum amount in the body at steady state is given by

\[
D \frac{1-e^{-\kappa\tau}}{1-e^{-\kappa\tau}}.
\]

In general, the amount of time it takes to reach the steady state is dependent upon the half-life of the drug and the dosing interval; however, it is possible to reach steady state levels more quickly by administering a loading dose. This term refers to an initial dose that is larger than the remaining maintenance doses which is often administered in order to hasten the approach to concentration levels within the therapeutic window.

In the next example we investigate the effect of a delay in the accumulation to steady state on the evolution of resistance in an initially sensitive cell population. To do this we compare two scheduling regimes: in the first, a loading dose is used to bring the concentration immediately to steady state, and in the second no loading dose is used.

In the top panel of Fig. 4(a), we show the concentration as a function of time. We show the expected number of resistant cells at varying pre-existing resistance fractions \( s = 0.03, 0.05 \) under 14-day on and 14-day off pulsed therapy schedule. The growth and death rates of the cells are given in Eq. (19). Simulation results are plotted as circles and theoretical formulas as solid lines. (b) Probability of resistance as a function of time. We show the probability of resistance for varying pre-existing resistance fractions \( s = 0.03, 0.05 \) under 14-day on and 14-day off pulsed therapy schedule. The growth and death rates of the cells are given in Eq. (19). Simulation results are plotted as circles and theoretical formulas as solid lines.
for the loaded dosing schedule is less than that of the normal dosing schedule, resulting in a lower probability of resistance. This effect results from the loading dose rapidly depleting the

sensitive cancer cell population at the beginning of treatment when the sensitive population is the largest, thus inhibiting the initial production of resistant cells.

4.5. Effect of varying dosing frequency subject to toxicity constraints

Let us now study the effect of varying the dosing frequency subject to toxicity constraints, using the same exponential model of drug elimination as described in the previous example.

4.5.1. Case 1: constant area-under-the-curve (AUC)

In the first example, we assume that the concentration area-under-the-curve (AUC) per week at steady state is kept constant while the time interval between doses is varied. In Fig. 5(a), three different dosing schedules are shown corresponding to daily, twice a week, and once per week dosing. Under these schedules we calculate the probability of resistance after 120 days of therapy (Fig. 5(b)). We note that moving from daily to twice a week dosing slightly decreases the probability of resistance. However, for once per week dosing the tradeoff for attaining higher doses is offset by the 6-day treatment break and the probability of resistance rises above that of the other schedules by the 8th week of therapy. This scenario demonstrates how to compare the resistance dynamics of several dosing schedules with the same AUC.

4.5.2. Case 2: optimization of dosing frequency under assumed clinical toxicity constraint

Next we consider a case in which the toxicity constraint is not governed by the AUC but instead given by data from clinical trials. Again using the pharmacokinetic model of drug elimination described earlier in this section, we investigate the variation of dose intensity and administration frequency and its effects on the dynamics of resistance. We are interested in finding the optimal dosing frequency that minimizes the probability of resistance.

To this end, let us first define $D$ to be the space of all tolerated dosing schedules for a particular drug. For each particular dosing schedule $\omega \in D$, let us denote the probability of resistance at time $T$ to be $P_R(T; \omega)$, which is calculated via Eq. (11) with time-varying birth and death rates corresponding to the dosing strategy $\omega$. The general optimization problem we consider is: Find $\omega_{\text{opt}} \in D$ such that

$$\omega_{\text{opt}} = \arg\min_{\omega \in D} (P_R(T; \omega)),$$

where $P_R(T; \omega)$ is the objective function to be minimized. We note that the space $D$ refers to only the subset of dosing schedules that satisfy the toxicity constraints for each particular drug.

For the specific example considered here, the space of tolerated schedules $D$ is constrained by an example toxicity constraint called $g(x)$, plotted in Fig. 6(a). This function represents the largest dose possible for each dosing frequency (assuming all doses are equally spaced). We have assumed here that the dosing frequency, $x$, varies in the range from 0 to 14 possible doses per week. The space of tolerated schedules $D$ is defined to be the set of
ordered pairs \((x, y)\), where \(x\) represents the dosing frequency and \(y\) represents the dose, such that \(y \leq g(x)\).

Fig. 6(b) shows the relationship between sensitive and resistant cell birth and death rates and the drug concentration. Thus, for each dosing schedule \((x, y) \in \mathcal{D}\), the relationship plotted in Fig. 6(b) defines the corresponding time-varying birth and death rates for the sensitive and resistant cells. The optimization problem for this specific example is: find \((x, y)_{\text{opt}} \in [0, 14] \times \mathbb{R}\) such that

\[
(x, y)_{\text{opt}} = \arg\min_{(x,y) \in \mathcal{D}} [P_h(T; (x, y)) | y \leq g(x)].
\]

Since the birth rates of both the sensitive and resistant cells are both monotonically decreasing with increasing concentration, and since the death rates are constant (Fig. 6(b)), we can conclude

Fig. 6. Optimum dosing frequency for an example toxicity constraint. (a) Toxicity constraint representing the maximum tolerated dose for each administration frequency. (b) Birth and death rates of sensitive (solid black and red) and resistant cells (dashed black and red) as a function of drug concentration. (c) Probability of resistance as a function of administration frequency. The rate of drug elimination is \(k = 0.2\) and all other parameters are the same as in the previous example.
immediately that the optimal schedule lies directly along the curve $y = g(x)$. Thus, this example optimization problem reduces to a trivial one-dimensional problem: find $x_{opt} \in [0, 14]$ such that

$$x_{opt} = \text{argmin}_{x'} \{P_T(x; g(x'))\}.$$ 

Then the optimal dosing strategy is given by $(x_{opt}, g(x_{opt}))$.

We plot the probability of developing resistance after 120 days of therapy under each of the admissible dosing frequencies in Fig. 6(c). Note that dosing frequencies higher that 11 times per week are not admissible since they do not cause a net decrease in the sensitive cell population, making resistance a secondary issue. We observe that the probability of resistance is lowest at the twice per week frequency under this toxicity constraint.

The simple example presented here for illustration reduces to a trivial one-dimensional optimization problem which can be solved graphically. However, realistic toxicity constraints derived from clinical data may include various types of adverse effects and therefore require the solution of more complex multidimensional constrained optimization problems. In such cases it will be necessary to utilize numerical optimization algorithms to solve Eq. (20); we refer the reader to texts on optimization (e.g. Fletcher, 2000) for more information on these methods.

5. Summary

In this paper, we have used the theory of non-homogenous multi-type birth–death processes to model the evolution of resistance to targeted cancer therapies under time-dependent dosing schedules. In this model, the birth and death rates of sensitive and resistant cells are dependent on a temporally varying drug concentration profile. This assumption represents a departure from previous stochastic models of resistance during therapy which represent the effect of drug as an additional probabilistic cell-kill, separate from the underlying simple birth and death process population model with constant rates. However, the effect of many targeted therapies is to reduce the proliferation rate of sensitive cells, which in turn leads to a decreased probability of resistant cell production. Normal apoptotic signals can also be affected by therapy, thus changing the intrinsic death rate of either sensitive or resistant cells. In addition, since cell kill was assumed to occur immediately upon drug application in previous models, drug half-life and prolonged concentration-dependent kill as the drug is metabolized could not be considered. By incorporating these effects into the underlying birth–death process and allowing the intrinsic rates to vary temporally, we obtain a more accurate description of the evolutionary dynamics of the system.

We have developed and validated analytical estimates of the probability of developing de novo resistance and moment statistics of the resistant cell population; these estimates have also been extended to address the case of pre-existing resistance populations at the start of therapy. These estimates make it possible to study the parameter dependence of the model and optimize dosing strategies without performing costly numerical simulations of the stochastic processes. For example, we have demonstrated how they can be used to study the evolution of resistance under dosing profiles which incorporate pharmacokinetic considerations such as drug elimination and accumulation.

These models can be used to aid in clinical decisions regarding the frequency and dose intensity by analyzing the relative probability of resistance or the resistant cell burden under various schedules. We have demonstrated how these estimates can aid in locating the optimal dosing frequency that minimizes the probability of resistance subject to toxicity constraints. In situations where the probability of resistance is high regardless of the dosing regimen, we can alternatively use this model to locate optimal regimens that effectively control the expected size of the resistant cell population. With experimental investigation into the birth and death rates of these cell populations under various drug concentrations, the shape of the toxicity constraint curve and pharmacokinetic parameters, our mathematical framework may aid in the design of optimal administration strategies for targeted anti-cancer therapy.
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